Deep learning-based instance segmentation on 3D laser triangulation data for inline monitoring of particle size distributions in construction and demolition waste recycling

Xiaoye Wu, Nils Kroell*, Kathrin Greiff

Department of Anthropogenic Material Cycles, RWTH Aachen University, Wuellnerstr. 2, D-52062 Aachen, Germany

ARTICLE INFO

Keywords:
Sensor-based material flow characterization
Digital image processing
Deep learning
Artificial intelligence
Instance segmentation
Circular economy

ABSTRACT

Overlapping material flow presentations in construction and demolition waste (CDW) recycling make an inline particle size distribution (PSD) monitoring challenging. Here, we aim to build a deep-learning-based segmentation model for overlapping particles in 3D-laser-triangulation images of CDW. Our model was trained on three specially designed datasets with two transfer learning processes. U-net was employed as the backbone and Multi-Star algorithm was used to describe particle shapes. The final model demonstrated an impressive performance on test set, with a mean average precision (mAP) of 92.8% at IoU = 0.5. Comparing with the traditional segmentation algorithm based on image processing methods, the mAP can only reach to 27.4% on the same images. The shown model performance paves the way toward novel sensor technology applications for real-time PSD monitoring in CDW recycling.

1. Introduction

Construction and demolition waste (CDW) is the largest source of waste in Germany (Statistisches Bundesamt, 2021). The amount of the CDW generated in Germany has reached 230.9 million tons in 2019, which was 55.4 wt% of the total waste production (Statistisches Bundesamt, 2021). Despite the high amount and ecological relevance, the current CDW recycling shows considerable potential for optimization: Recovered aggregates are so far mainly used in applications with lower quality requirements such as road, earthworks, and landfill construction and only 12.5 wt% of the aggregate demand could be covered into recycled aggregates in 2018 (German Building Materials Association, 2020). In order to substitute more primary raw materials in high-quality applications and realize the associated environmental benefits, it is necessary for recycled materials to consistently meet given quality requirements (Da Leite et al., 2011).

1.1. Sensor-based particle size prediction

A decisive quality criterion for recycled CDW is the particle size distribution (PSD) (DIN 66165-1, 2022), which is currently determined by manual sieving analysis from taken samples. Sampling and manual sieving analysis are time-, labor- and cost-intensive and the accuracy of the manually determined PSD is strongly limited by the representativeness of the sample (Khodier et al., 2020). Sensor-based particle size prediction could automate this process and enable an inline monitoring of the full material flow in real-time (Kroell et al., 2022). Based on the inline determined PSD novel sensor technology applications in CDW recycling such as an automated monitoring of product qualities and adaptive process control of, e.g., comminution units could be enabled. Based on these novel applications, the quality and acceptance of recycled aggregates from CDW recycling are believed to be significantly increased (Kroell et al., 2022).

While previous research (Section 1.3) has mostly focussed on determining PSDs at singled material flow presentations (i.e., particles do not touch or overlap each other), in most CDW processing plants, CDW material flows are transported as multilayered bulks due to the high throughput, i.e., particles overlap and touch each other (Kroell et al., 2022). To achieve a precise PSD prediction under overlapping material flow presentations, touching particles must therefore first be segmented, before a PSD prediction can be applied (Kroell et al., 2022). This problem can be described as an instance segmentation problem, where all instances (here: CDW particles) in an image shall be localized and segmented from each other at the pixel level (Minaee et al., 2022).
1.2. Image segmentation without particle singulation

Traditional segmentation methods include thresholding, region growing, contour-based segmentation, and model-based segmentation (Jähne, 2012). These traditional methods can be applied to image segmentation tasks, where individual instances are distinguished from each other by, e.g., clear edges. In CDW recycling, however, such clear edges often do not exist since CDW particles often have complex particle shapes or overlap each other. As we will show in a later comparison (Section 3.4), traditional segmentation algorithms can reach their limits in such complex segmentation cases.

1.3. Related work

1.3.1. Sensor-based determination of PSDs

To obtain PSD of input materials in a fast and accurate way, many researchers studied on sensor-based material monitoring. For example, the method of Di Maria et al. (2016) used an image descriptor that translates an image of CDW into a feature vector, which can be interpreted into PSD prediction. Kandlbauer et al. (2021) used RGB images of singled particles of commercial waste by means of basic computer vision operations to obtain the characteristic geometric features. These features are then used as training data for a regression model to assign particle sizes to five classes. Zhang and Liang (2016) modeled an inline analysis for PSD prediction based on a soft sensor that trained a Support Vector Machine using parameters from the loop milling process for ores. However, the pretreatment of the materials and complexity in the recycling plants present difficulties for an inline PSD prediction.

1.3.2. Deep-learning-based instance segmentation

Deep learning (DL) segmentation models are becoming increasingly popular for instance segmentation, and have demonstrated high accuracies with good robustness across different use cases (Arnab and Torr, 2017). In medical science area, Alliou et al. (2023) employed a modified version of the U-Net for segmentation of chest computer tomography images, to support COVID-19 detection. To detect the wildfire, Quurratulain et al. (2023) applied a ResNet-S0 model in instance segmentation for burnt area and achieved a greater accuracy compared with primitive techniques. Ni et al. (2021) developed a framework of 3D segmentation using mask R-CNN for individual blueberries as they develop in clusters and to extract blueberry cluster traits. In contrast to traditional segmentation approaches, however, DL segmentation models demand large amounts of labeled datasets for training. In the case of the instance segmentation for CDW, data labeling is associated with high effort since the contour of each particle in the dataset must be manually annotated. To demonstrate that DL based instance segmentation for CDW can be achieved with reasonable labeling effort, we apply transfer learning processes, as described in Section 2.3.

1.4. Research aim

The aim of this study is to demonstrate the technical feasibility of instance segmentation for sensor-based PSD predictions in CDW recycling using DL. To achieve this research aim, we aim at answering the following four research questions:

- **RQ1**: What are suitable hyperparameters for the given segmentation task?
- **RQ2**: How did the applied transfer learning process influence the segmentation performance of the model?
- **RQ3**: What are limitations of developed segmentation model?
- **RQ4**: How have the achieved segmentation results using DL performed compared to traditional segmentation approaches?

2. Materials and method

To generate the DL model, CDW samples and specially designed training methods were applied. This chapter introduces the materials prepared for the experiment and the method used in this study.

2.1. Materials

The test material used in this study was recycled aggregate (particle size range 0 mm – 45 mm) from a CDW processing plant in Germany (MAV Krefeld GmbH [Krefeld, Germany]). In the CDW processing plant, the CDW input material is first sieved and manually pre-sorted. Then, the coarser particles are comminuted using an impact crusher. From the comminuted material flow, ferrous metals, and films are removed using an overbelt magnet and windsifter, respectively, before a final screening is performed to produce the recycled aggregate. The final recycled aggregate mainly consists of minerals, building stone, pottery (predominantly pieces of tile), concrete and brick debris (cf. Fig. 1a) and is currently used, e.g., for frost protection layers or gravel bearing layers according to TL Soße-StB 20 (Forschungsgesellschaft für Straßen- und Verkehrswesen, 2020) or TL Gestein-StB 04/23 (Forschungsgesellschaft für Straßen- und Verkehrswesen, 2023).

The samples were dried at 85°C until weight consistency and then sieved according to (DIN 66165-1, 2022) on the analytical sieve machine from Siebtechnik GmbH (Mühlheim [Ruhr], Germany) with sieve cuts 3.15 mm; 4.0 mm; 5.0 mm; 6.3 mm; 8.0 mm; 10.0 mm; 12.5 mm; 16.0 mm; 22.4 mm and 31.5 mm. The samples were sieved in every sieve cut for 90 s at a frequency of 1400 rpm. Under the constraints of working time and labor costs, the number of the experimental particles is decided to be \( n = 4352 \). \( n = 3432 \) of them are used to simulate the real working conditions, \( n = 920 \) of them are used to produce synthetic images. Considering the difficulty of the particle annotation, the particle size class of the CDW material used in this study were limited to 12.5 mm -16.0 mm, 16.0 mm -22.4 mm and 22.4 mm -31.5 mm (Fig. 1a).

2.2. 3DLT measurement

3DLT is a sensor technology, which can be used to make measurements of 3D structures. With the laser system and triangulation method, the information about height and width of the object can be obtained. With the movement of the conveyor belt, the length of the objects can also be stitched together. In the end, the information about all three dimensions is put together by software.

The 3DLT measuring rig setup used in this work is located in the sensor laboratory of the Department of Anthropogenic Material Cycles at RWTH Aachen University (Fig. 1b). The setup consists of conveyor belt, laser emitter, reflect mirrors, and a 3DLT-sensor. The conveyor belt is 385 mm wide and operated a belt speed of 0.15 m/s. The 3DLT-sensor measures particles using the light section method. The light section is generated by two lasers, which project a light section centrally over the entire width of the conveyor belt. The camera can take pictures from...
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both front and back of the particles with the help of the two reflection mirrors. The front and back recordings are saved independently. After calibration through a custom Python software for calibration developed by ANTS (see (Kroell et al., 2021) for details) the resulting 3DLT images have a spatial resolution of 0.331 mm/pixel in x- and y-directions (length and width) and a spatial resolution per gray value of 0.758 mm/pixel in z-direction (height).

2.3. Datasets and transfer learning approach

The necessary datasets to train the DL segmentation model consist of particle images and corresponding labels. Labeling the overlapped CDW particles is an expensive and laborious task. To train the model with relatively small data, we apply two transfer learning processes in this study (Fig. 1c). Transfer learning is a method that uses storing knowledge in an existing model while solving one problem and applying it to a different but related problem. The plan is to make two larger datasets (DBS2018 and CDW-SI), which are easier to be produced. After training the model on the two large datasets, the model is be transferred to the last learning process based on the small dataset (CDW-OL), which consists of the overlapping CDW particles. Hence, the three investigated dataset are:

1. DSB2018: The first dataset was provided by (Data Science Bowl, 2018), which is a public dataset and consists of microscopy images of cells from different organisms. Since the shape and the size of the cells in the images are similar to the CDW particles in the 3DLT photos, this dataset was chosen to do the pre-training process of the DL model. There is no object overlap in these images, so synthetic images were created by randomly replicating, rotating, flipping, and shifting the objects in the images to make sure that at least 15% of the object pixels were in the overlap of multiple cells (Lu et al., 2017). The DSB2018 dataset consists of \( n = 447 \) images as training set and \( n = 50 \) images as the validation set. There are between 60 and 70 cells in every image after synthesis.

2. CDW-SI: The second dataset was specifically created for this study and consists of single CDW. There is still a gap between the DSB2018 dataset and the 3DLT image of the overlapping CDW particles in similarity. In order to improve the similarity of the datasets and at the same time enrich the existing data volume again, the second dataset was created. \( m = 100 \) g CDW materials were used for every image. Since these images of isolated particles can be automatically labeled by simple segmentation algorithm, they can be produced in large quantities. For example, Kronenwett et al. (2022) successfully trained a DL model for construction wastes classification with synthetic images. Inspired by this, these images were also made into synthetic images like DSB2018 to simulate the real working condition in the plants. Dataset CDW-SI includes 91 images (containing in total 910 particles) as training set and 12 images (containing in total 120 particles) as validation set.

3. CDW-OL: The third dataset specifically created for this study was created with overlapping CDW, which is the target condition for inline PSD monitoring in CDW recycling. Considering the image size limitation and the difficulty by labeling, \( m = 500 \) g CDW samples were used for one image whose composition simulated the real working condition in recycling plants. The samples were given a certain degree of overlap and touching. However, the way of the material accumulation adopted single layer accumulation to avoid the situation of complete coverage. There are a total of 52 particles in an image. The dataset CDW-OL based on real working condition in

![Fig. 1. Material and method. (a) CDW samples with different particle size; (b) 3DLT measuring rig used in this study; (c) Composition of the data sets and their relationships in model training.](https://www.sciencedirect.com/science/article/pii/S0921344923012637)
plants includes \( n = 52 \) images (containing in total 2704 particles) as training set and \( n = 14 \) images (containing in total 728 particles) as validation set.

2.4. Segmentation model

2.4.1. Multi-Star

An algorithm called MultiStar (Walter et al., 2020) is used to detect the objects. MultiStar is a method for overlapping objects segmentation. It was originally designed to identify the cells in medical images. Walter et al. (2020) proposed the method based on the previous work of Schmidt et al. (2018). MultiStar uses three parameters, object probability \( p_{\text{obj}} \), star distance \( r_k \) and overlap probability \( p_{\text{over}} \), to predict the shape of the object.

Object probability \( p_{\text{obj}} \) of a pixel is defined as the normalized Euclidean distance to the nearest background pixel. The value of \( p_{\text{obj}} \) can be regarded as the confidence of object detection, because typically the pixels near the object center are more likely to be a part of an object. This parameter can roughly present the shape of the objects in the image. The star distance refers to the Euclidean distance \( r_k \) to the object boundary from each pixel in the object. The pixels with high \( p_{\text{obj}} \) are chosen to be the starting points of star distance calculation. The star distance can be calculated by following each radial direction \( k \) until a pixel with different object identity is encountered (Walter et al., 2020). In this study 32 directions were investigated. These 32 directions of a pixel leaded to 32 vertices and built a star-convex polygon, which was the prediction of the instance. The overlap probability \( p_{\text{over}} \) is designed to exclude the overlapping region from two objects (Schmidt et al., 2018). The value of \( p_{\text{over}} \) is 1 at pixels where at least two objects overlap and 0 elsewhere. The value can also be between 0 and 1, to show the different degrees of certainty. Non-maximum suppression (NMS) algorithm was used to avoid multiple detection of the same object but sometimes also made wrong suppression because of the overlap (Schmidt et al., 2018). With the help of \( p_{\text{over}} \), the algorithm can avoid conflicts between two object predictions by overlap extraction. After giving \( p_{\text{obj}} r_k \) and \( p_{\text{over}} \) to NMS, the prediction of the segmentation result can be generated.

2.4.2. DL model implementation

The DL model and the production of synthetic images in this study was based on the work of Walter et al. (2020). The DL model was implemented using Python v3.9.12 and executed on the high-performance computer of Department of Anthropogenic Material Cycles at RWTH Aachen University with an AMD Ryzen Threadripper PRO 3995WX 64-Cores 2.70 GHz CPU, two NVIDIA RTX A6000 GPUs with 48 GB memory and 256 GB RAM. Anaconda was used for packages and environments management. The model was implemented on the open-source deep learning framework PyTorch package 1.12.0 and accelerated by CUDA v11.3 and cuDNN v8.3.2. The software used for labeling was Labkit, which is integrated in imageJ from Fiji.

2.4.3. Model training

The DL network used in this study was U-Net (Ronneberger et al., 2015). It is a reliable and stable DL architecture for image segmentation. Besides, it is also suitable for the task with a limited number of images and annotations (Minaee et al., 2022). Therefore, U-Net was chosen to be the DL model backbone because it seems most likely to succeed with the task in this study.

As input to the model, \( 256 \times 256 \) images were fed in, whose resolutions were adjusted to reduce the computational complexity and save the memory. For DSB2018 and CDW-SI, random flips, rotations, and elastic deformation were applied to make synthetic images. The output of the model included three branches for the three prediction features. Each branch consisted of a single convolutional layer. For the object probability and overlap probability branches, a single output channel with sigmoid activations was used. For the star distances branch, 32 output channels for the 32 radial directions and ReLU activations were used. The output parameter branches were used in subsequent NMS algorithm to compute the final segmentation.

Each input image was given 400 random pixel proposals to make predictions of object probability \( p_{\text{obj}} \), star distance \( r_k \) and overlap probability \( p_{\text{over}} \), as mentioned in Section 2.4.1. The ground truth values of the three parameters were computed from the label of the corresponding image. The prediction value was then compared with the ground truth values and evaluated by loss function. The loss function of the model follows:

\[
L(\theta, \sigma_i) = \frac{1}{\sigma^2_{\text{over}}(\theta)} \left( L_{\text{over}}(\theta) + L_{\text{obj}}(\theta) + L_{\text{dist}}(\theta) + \log \left( \sigma_{\text{over}} \sigma_{\text{obj}} \sigma_{\text{dist}} \right) \right) \tag{1}
\]

where the \( \theta \) is the network parameter and the \( \sigma_i \) is the task uncertainty. \( \sigma_i \) is designed for multi-task learning, which weighs the different losses in loss computation (Kendall et al., 2017). The \( L_{\text{over}} \) and \( L_{\text{obj}} \) are binary cross-entropy losses. \( L_{\text{dist}} \) is the mean absolute difference between the predicted and true star distances with every contribution of the pixel weighted by its true object probability. Pixels in overlapping regions are excluded from \( L_{\text{obj}} \) and \( L_{\text{dist}} \).

2.5. Sobel-Watershed segmentation method

To evaluate the performance of the DL model, a segmentation method based on traditional image processing was built as reference. The basic principle of Sobel-Watershed method is to find the object edges with the help of Sobel filter ( Shapiro and Stockman, 2001 ) and then separate all objects by finite erosion operation. After that, Watershed algorithm (Roerdink and Meijster, 2000) can locate and label each instance in the image. In the end, finite dilation operation is applied, to restore objects to their original size. This algorithm is designed to deal with some simple overlapping problems.

2.6. Evaluation metric

The results of the segmentation need to be evaluated to show the performance of the model. They were evaluated on the test set according to average precision (AP) (Mu Zhu, 2004).

The test set includes 5 images and corresponding labels, which were not used in former training or validation process. AP is a metric of object detection accuracy. It indicates the proportion of the correct prediction to all instances in an image. The Intersection over Union (IoU) threshold that evaluates whether the prediction is correct is \( \tau \). Mean average precision (mAP) is the mean value of the AP values from all test images. It was used to describe the performance of the model over the whole test dataset.

3. Results and discussion

3.1. Hyperparameter optimization (RQ1)

As mentioned in Section 2.4.3, the model is trained on the training sets, which include \( n = 587 \) images in total, and verified on the validation sets, which include \( n = 76 \) labeled images. After the two transfer learning processes, the model for CDW segmentation under missing particle singulation condition can be generated. In this process, many hyperparameters can be changed, which have influence on the final results of the model. After determining the structure of the model, the most important hyperparameters to be set were batch size, the number of epochs Epoch, learning rate lr, threshold on \( p_{\text{obj}} \) and IoU threshold in NMS \( \nu \). For the pre-trained model based on DSB2018, the best value of some hyperparameters have already been settled in the previous work of Walter et al. (2020), in which the batch size was 4, Epoch was 40, lr was \( 10^{-4} \), \( \rho \) was 0.3 and \( \nu \) was 0.1. This study adopted these values in the
pre-trained model. Considering the similarity of DSB2018 and CDW-SI, these values were also retained in the first transfer learning process. However, for the second transfer learning, the images in CDW-OL show a significant difference from the previous two datasets. Therefore, the hyperparameters of the final model need to be reetermined.

The value of batch size and lr were the same as the former two training processes, because the dataset was small enough and the computing power was sufficient. The value of Epoch can be set at where the loss starts to converge. There were three different prediction values in this study, which were object probability $p_{\text{obj}}$, overlap probability $p_{\text{overlap}}$ and star distance $r_s$. As a result, there were three loss values during the training process. Fig. S1 in Supplementary Material shows the loss change of the three prediction values with the growth of Epoch. The loss of all three parameters have already converged, when the value of epoch reaches at 300.

To find the best performance of the final model, the segmentation result of the model was evaluated and compared under different hyperparameters. The evaluation was completed on the test set, which consists of $n=5$ images and $n=5$ corresponding labeled images. Each image includes $n=52$ particles under missing singulation conditions. The performance comparison of the candidate models is shown in Fig. S2 (Supplementary Materials).

After comparing the mAP values of the model output under different IoU thresholds, the model with $\rho = 0.5, \nu = 0.2$ had the best performance, whose mAP values at different evaluation levels were the highest among the four candidate models (Table S4). The average mAP of this model under four evaluation standards is higher than the other three models by 8.62%, 8.26% and 4.71% respectively. Therefore, the model with $\rho = 0.5, \nu = 0.2$ is chosen to be the final model for the segmentation task.

3.2. Influence of transfer learning (RQ2)

3.2.1. Models produced with transfer learning processes

In this study, the first training process together with the two transfer learning processes produced three models. The pre-trained model is the output of the zero-initialized model trained by DSB2018. Then the first transfer learning brings the knowledge from the first model to the second training process and the output is the transition model, which is trained by CDW-SI. Similarly, the final model based on CDW-OL is produced by the second transfer learning process.

Table 1 presents the mAP values on test images of the three models under different IoU thresholds. After the first transfer learning process, that is, from pre-trained model to the transition model, the mAP with the IoU threshold $\tau = 0.5, \tau = 0.6$ and $\tau = 0.7$ increase by 24.2%, 26.8%, and 22.4% respectively. After the second transfer learning process, that is, from transition model to the final model, the mAP with the IoU threshold $\tau = 0.5, \tau = 0.6$ and $\tau = 0.7$ increase by 51.7%, 74.8% and 216.0% respectively. It is interesting that the mAP values with $\tau = 0.8$ of the first two models are almost the same but the value of the final model increases to 0.4349. This indicates that for transfer learning process, the target dataset is the most important dataset, which can provide the details of the images and lead to a higher precision of the prediction. The complete AP values of the three models are included in Table S1, S2 and S3 in Supplementary Materials.

The findings described above show that transfer learning can progressively improve the segmentation performance of the model. As the dataset gets closer to the target image, the model performs better and better. Fig. 2 presents the segmentation performance of the three models on the test images.

3.2.2. Loss reduction

Fig. 3a shows the total loss of the training process with and without transfer learning. The blue line represents the training process of the transition model with CDW-OL, where two transfer learning processes were already applied. It is also the training method used in this study. The red line represents the training process of a zero-initialized DL model with CDW-OL, where there is no transfer learning process. All other parameters of the two models are the same. The model with transfer learning starts with a loss of 1.006 while the zero-initialized model without transfer learning starts at 3.752. After the same training steps, the loss of the model with transfer learning decreases to $\approx 1.365$, while the loss of the model without transfer learning stops at $\approx 1.057$. During the whole training steps of the two models, the loss of the model with transfer learning is always lower than the loss of the zero-initialized model.

Fig. 3b shows the total loss of the whole training process. The training steps axis is compressed to conveniently present the loss change. The loss of the first training phase with DSB2018 starts at 2.966 and then rapidly decreases. It ends at $\approx 0.653$ and the pre-trained model is handed over to the second training phase. The second phase of training based on CDW-SI starts with a loss of 0.536, which is much lower than the starting loss of the first training phase. The loss stops at $\approx 0.0175$ and then the last training phase based on CDW-OL begins. Starting at 1.006, the total loss declines rapidly. After 300 epochs, the final model is generated with the loss of $\approx 1.365$. Fig. 3b shows that both transfer learning processes make the next training phase starts at a low loss value, in other words, they make the training process faster.

The findings above show that transfer learning can accelerate the training process by using the prior knowledge. The training based on DSB2018 and CDW-SI provide the knowledge for the last training process, to help decreasing the starting loss of the model.

3.3. Error analysis (RQ3)

The DL model seems successful on the segmentation task, but there are still some drawbacks in this method that have a negative influence on the accuracy of the results.

3.3.1. Annotation of overlapping particles

The first problem is the creation of the CDW-OL, in which the particles are not singled. The labels (ground truth) of these images do not include the overlapping parts of the particles, because the overlapping regions cannot simply be detected from the images by manual labeling. As a result, the capability of overlap prediction obtained from the first two datasets may be lost during the final training process based on dataset CDW-OL. At the same time, the shapes of some overlapping objects in the ground truth are not the same as in reality. In this situation, the AP value would not be influenced but errors may occur in further applications.

3.3.2. Error of random sampling

Another problem is the random sampling of the starting points. The starting points were selected from the pixels with high $p_{\text{obj}}$ and used to calculate the other parameters for segmentation prediction. The problem is that there are usually multiple qualified pixels. The selection of these starting points is completed by random sampling. Because of this randomness, the outputs of the models after every training process are different. The AP difference caused by this problem is $\pm 3\%$ to $\pm 8\%$.

3.3.3. Error of concave polygon prediction

Fig. 4 shows a common segmentation mistake of the model. The particle with the shape of concave polygon cannot be segmented.
correctly because of a limitation of MultiStar algorithm. As mentioned in Section 2.4.1, there are three important parameters which were used to describe the object. Among them, star distance gives the basic shape of the particle. $32 r_k$s are calculated from the starting point and the contours of the objects are formed by connecting the end of the $r_k$s. However, this method cannot be applied to describe the concave polygons. As shown in Fig. 4c, when the “corner” of the concave polygon is not covered by the $r_k$, the particle shape can be misdescribed. Compared with the ground truth, the prediction of the star distances often lacks a part of the particle. As a result, the particle in the segmentation output of the DL model was always smaller than the real one.

These errors limit the application of the model in certain specific situations. They are the directions for future model improvement, to achieve a higher precision in recycling plants.

3.4. Comparison with traditional segmentation process (RQ4)

To show the advantage of DL based segmentation model, a method based on traditional image processing called Sobel-Watershed method was built in this study. It can be applied to some simple overlapping objects segmentation tasks. However, as the complexity of the object overlap increased, the accuracy of the segmentation result starts to drop down. Besides, the erosion process also changes the original forms of the particles.

The segmentation results of Sobel-Watershed method on the test set were compared with the results of the DL based model. Fig. 5a presents the AP values of the two methods on test images based on the results in Table S5 and S6. As shown in Fig. 5a, the AP values of DL model on all 5 test images are significantly higher than the AP values of Sobel-Watershed method, especially for image 2, the AP value rises from 0.1779 to 0.9412. The segmentation accuracy improves by 429.1%.
The lowest AP value of DL model occurs in image 5 with 0.9038. However, it is still higher than the best result of the Sobel-Watershed method in image 3, which is 0.4660. The mAP of the DL model on the test set is also 238.4% higher than the mAP of the traditional method. The AP curve of the DL model changes smoothly without noticeable fluctuations when $\tau = 0.5$, which proves the DL model maintains a stable performance with different segmentation tasks. For traditional segmentation method, the AP values fluctuate significantly on the test images. When the evaluation standard $\tau$ rises to 0.7, the AP value of DL model is still acceptable, but the Sobel-Watershed method can hardly be applied to the segmentation tasks.

Fig. 5b shows the segmentation output of the two methods. Sobel-Watershed method separated the objects on the edge of the material stack well. However, the particles in the center of the material stack, which were contacted or overlapped with other particles, were more likely to be incorrectly recognized. These particles usually had blurred edges and thus the responses of the Sobel operator were small, which resulted in multiple particles being incorrectly identified as one. At the same time, the particles in the center lacked background signals, which play an important role in Watershed segmentation algorithms.

For DL based model, the position of the particles had no influence on the segmentation results. Some particles with specific shapes may cause segmentation errors (see Section 3.3.3), but most of the particles were correctly separated, no matter they were in the middle or on the edge of the material stack. Furthermore, DL model also had the capability to give a prediction of particle shape for overlapping areas, which was obtained in the first two learning processes.

### 3.5. Comparison with other DL-based segmentation model

The Segment Anything Model (SAM) is a deep-learning segmentation model developed and recently published by Meta AI (Kirillov et al., 2023). This model is available online for different segmentation tasks, so it was used to make a comparison with the DL model in this study. Fig. 6 shows the segmentation results on the same test image from both models.

As shown in Fig. 6, the segmentation result from SAM is also very promising. All particles are detected, and the edges of the particles are precisely segmented. However, it also shows disadvantages, which make it less suitable for the task of particle size prediction. First, SAM incorrectly identifies the background signal among the materials as a particle. This is because SAM was not trained on the dataset corresponding to the task of this study. Second, benefiting from the training on DSB-2018 and CDW-SI, MultiStar model remains the ability to predict the overlapping areas between the objects. This ability can be essential in the task of particle size prediction. In future work, the finetuning of foundation segmentation models could thus be an interesting approach to combine the advantages of foundation models with domain-specific datasets and context.

### 4. Conclusion

This work aimed to develop an inline segmentation method for CDW images based on 3DLT measurements under missing particle singulation conditions, to make the recycling procedure more effective. A DL algorithm was chosen to be the segmentation method in this study, since the
Fig. 5. Performance comparison between traditional segmentation method and DL model. (a) Comparison of the AP values of DL model and Sobel-Watershed method on test images with IoU threshold $\tau = 0.5$ and $\tau = 0.7$; (b) Segmentation results of Sobel-Watershed method and DL model on test images.
effect of traditional segmentation methods are limited, in the case of complex particles accumulation conditions. The architecture of the DL model is U-Net (Ronneberger et al., 2015) and the segmentation method used to predict the shape of the particle is MultiStar (Walter et al., 2020). To enrich the data for model training and accelerate the training process, two transfer learning processes based on three datasets were applied. The training process was divided into three phases by transfer learning processes, in which the model was trained sequentially on the three datasets.

The models with different hyperparameters were evaluated and compared with each other. The model with the best performance was selected as the final segmentation model. The mAP of the model is 0.9276 with \( \tau = 0.5 \) and 0.4349 with \( \tau = 0.8 \). [RQ1] The transfer learning operations reduced the difficulty during the training process. [RQ2]

However, this model still has some limitations. The creation of the overlapping CDW labels for training is time-consuming, thus this model was not trained with a large amount of data. Random sampling in the algorithm led to instability of segmentation results and made the evaluation difficult. Furthermore, MultiStar method cannot detect the concave polygons correctly. There is still room for improvement in future research. The most important optimization is that the model can be trained on a larger dataset, which consists of more CDW images with different overlapping scenarios. In addition, the DL model could be used to predict the overlapping parts of CDW particles, which would be very beneficial for PSD predictions and would require alternatives techniques (e.g., synthetic data) to label overlapping particle contours. Although the algorithm in this study achieved a promising performance, it is not the only solution for overlapping object segmentation. Besides Multistar and U-Net, other methods can also be combined with other DL models to predict the shape of the objects (Al Arif et al., 2018). [RQ3]

Compared with traditional segmentation methods, the DL based model showed a better performance in both accuracy and robustness. The mAP value (IoU = 0.5) of the investigated traditional segmentation model (Sobel-Watershed) is only 0.2741, while that of DL based model is 0.9276. Besides, the model can also maintain a good performance under stricter evaluation criteria. When the IoU threshold of the evaluation rose to 0.7, the mAP of traditional model declined to 0.0372, while the mAP of DL based model was 0.7625. [RQ4]

The model proposed in this study was trained with two transfer learning processes and three datasets to solve the problem of overlapping materials segmentation. It achieved a high accuracy in the experiments and showed a great potential for CDW segmentation in real working condition. This result provides prospect for the wide application of PSD prediction in waste recycling plants.
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